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Abstract—Free flap surgeries require hourly monitoring to detect vascular compromise. If not caught promptly, the flap can be lost. Monitoring free flaps using the gold standard requires experienced operators to interpret blood flow signatures, which are often difficult to distinguish from background noise. Previously reported hardware-only automatic patency classification showed a high sensitivity, specificity, and a low false-positive rate, but it was demonstrated using bulky discrete electronics and a syringe pump to generate the expected flow rates. In this paper, we investigate automatic hardware-only patency classification on blood flow data collected from the bilateral femoral veins during flow and occluded states using SPICE simulations in an IBM 130 nm CMOS process with a 1-V supply voltage and a 200 ms window length. Experimental results show a very high sensitivity (99.45%), specificity (99.93%), and very low false-positive rate (0.07275%) at just 8.715 µA. This work shows that automatic hardware-only patency classification is effective for monitoring patency on real pig blood flow data. The demonstrated classifier's performance makes it suitable for integration as part of a wirelessly-powered biomedical patency monitor.
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I. INTRODUCTION

The first several days after a free flap surgery are critical to the survival of the transferred tissue. Typically, hourly monitoring is used to catch loss of flow through the flap early [1]. Otherwise, free flap complications, which occur in up to 10% of cases [2], result in loss of the flap [3] and increased morbidity [4]. Even with frequent monitoring, the gold standard, the Cook-Swartz implantable Doppler probe and system, suffers from high false-positive rates (i.e., up to 31% for head and neck cases [5]). These false-positive rates result in unnecessary surgical re-exploration of the flaps that cost hospitals $20k–$30k for each event [6].

The reason why the gold standard has such a high false-positive rate is because of its transcutaneous wire tether that connects the monitoring probe, which is affixed to the vessel, through the patient’s skin to a bedside monitor. At the end of the monitoring period, the tether is lightly tugged to separate it from the implanted probe, which is left permanently inside the patient [7]. During the first several days of the post-operative period, the tether can be snagged, which can result in damage to the vessel, or it can become dislodged thereby separating the tether from the probe prematurely, which results in loss of signal. Additionally, monitoring venous outflow from the free flap is often preferred to arterial monitoring, because venous flow provides immediate feedback of the flap patency [8]. The problem with monitoring venous flow with the gold standard, especially in the peripheral veins in the legs, is that the flow signature is often very similar to the background noise where there is no flow, requiring experienced operators to correctly identify the existence of flow [9]. Previously, we investigated wireless implantable blood flow monitors in pigs to demonstrate a tether-less patency monitor with an easy-to-interpret operator interface [10]. However, in that work, the implant relied on externally processing the blood flow data before operator assessment, resulting in large and power-hungry high-performance implanted electronics. And still, the technology required the operator to record the baseline no-flow waveform and visually compare it to subsequent flow measurements. In order to completely eliminate operator involvement and to tailor the implanted electronics to the specific application to reduce implant bulk and power consumption, we previously investigated automatic patency classifiers for venous flow rates expected in free flap breast reconstruction surgeries [11].

In this paper, we investigate automatic patency detection on pig blood flow data collected from our previous study [10]. This research builds off of our prior work...
on automatic patency detection, which was demonstrated using discrete commercial off-the-shelf (COTS) components, and it was evaluated using a syringe pump to generate laminar flow (i.e., venous flow) — not real blood flow data. The COTS classifier from our previous work was adapted from Gestner et al.’s work in automatic analog glass break detectors [12] to operate with blood flow signals. The eventual purpose of our prior work in automatic classifiers was to incorporate it as part of a biomedical implant, specifically as a monolithic integrated circuit. This research’s main contribution is that automatic patency classification has only been demonstrated with COTS parts and using a syringe pump to approximate blood flow rates in free flaps veins [11]. This paper investigates the monolithic implementation of our previous automatic classifier on real pig venous blood flow data with SPICE simulations in an IBM 130 nm CMOS process. A review on wireless totally implantable blood flow monitor miniaturization by Rothfuss et al. [13] concluded that in order to move this technology closer to the ideal free flap monitor described by Smit et al. [14], future designs need to exploit the highly integrated capabilities of monolithic integrated circuitry. A smaller implant would significantly reduce bioburden and could be integrated into existing permanently implanted structures, such as the common anastomotic flow couplers used in free flap surgeries [7] and stents [15]. The electronics in this research are designed with the intention of being incorporated into our prior work on stents that we used as energy harvesters to wirelessly power biomedical electronic implants in the peripheral vasculature [16]. An additional benefit of determining patency on the implant itself, rather than wirelessly transmitting data for external processing as done in our prior study [10], is to drastically reduce wireless channel usage and increase the number of permissible wireless bands that the device can operate within [17]. A single symbol need only to be transmitted representing the patency status at the end of the measurement period, compared to the 500 kBaud for continuous real-time external processing in our prior work.

II. METHODOLOGIES

A. Pig Bilateral Femoral Vein Blood Flow and Occlusion Dataset

In our previous study on anastomotic failure detection in the peripheral veins, we developed totally implantable wireless blood flow monitors to remotely monitor flow and occlusion states in the bilateral femoral veins in pigs [10]. We use the pig blood flow datasets generated from the prior study in this current research. There are a total of eight blood flow data sets — four for each femoral vein; the entire dataset used in this research is from the same pig. Each dataset contains a “flow” and an “occlusion” component. The “flow” component corresponds to the blood flow signal recording in the femoral vein during normal flow conditions. The “occlusion” component corresponds to the blood flow signal recording while a ligature was tightened around the femoral vein to occlude flow completely.

Figure 1 shows the setup for collecting the pig blood flow data in our previous study. Ideally, there should only be a noise signal (i.e., the electrical noise in the measurement system) present during the occlusion measurement phase. However, physical movement, such as respiration, will introduce artifacts into the measured signal. During the surgery, a ventilator regulated the pig’s breathing. Breathing is known to influence blood flow in the peripheral veins [18], and it is a necessary consequence of collecting blood flow data in anesthetized pigs.

![Fig. 1: Data collection setup to obtain “flow” and “occlusion” waveforms from our previous study [10]. The wireless implantable blood flow monitors are shown exposed for visualization purposes only; otherwise, the monitors are implanted within the subcutaneous pockets.](image)

The 16 waveform segment (i.e., one “flow” and one ‘occlusion’ for each of the eight datasets) stimulus files cumulatively represents 9 minutes and 22 seconds of collected blood flow data. The left hind-leg femoral vein dataset has 274 seconds of data, and the right hind-leg femoral vein dataset has 288 seconds of data. The “flow” and “occlusion” segment lengths for each dataset are equal (e.g., 30 seconds of “flow” data is accompanied by 30 seconds of “occlusion” data).

B. Feature Extraction and Patency Discrimination

Our previous study on early-onset patency detection [11] was based on of the glass-break classifier developed
by Gestner et al. [12]. Their study used zero-crossing rate, high-band signal energy, and total signal energy features. Our study showed that using only total signal energy and zero-crossing rate (ZCR) features produced highly separable data. In this current study, we use Gestner et al.’s glass break classifier circuit adapted for classifying only the two features investigated in our previous study. The zero-crossing feature extraction circuit is from Gestner et al., and the total energy feature extraction circuit is from Twigg [19]. The ZCR circuit detects positive-to-negative zero-crossings, and the energy circuit detects the negative-going signal envelope.

Gestner et al.’s work was reported for the TSMC 0.35 μm process. All circuits in this study are simulated in the IBM 130 nm CMOS process and designed for operation with a 1 V supply voltage, which is sufficient for integration into low-voltage, wirelessly powered biomedical implants [20], [21], [22]. In preliminary calculations, the negative-going ZCR on the pig “flow” signals showed a ZCR frequency of 1410±770 Hz and a maximum and minimum frequency of 3025 Hz and 190 Hz, respectively. The peak negative-going amplitude reached 474.34 mV (i.e., mean peak amplitude is 305.49±106.728 mV). Therefore, we designed and benchmarked the feature extraction circuitry to operate within these limits.

Feature data are collected during a window period. The extracted feature signals are sampled and held to drive the inputs of the hyperplane decision circuitry for the duration of the window period. Because the eventual application of this technology is for wirelessly powered biomedical implants, we use the suggested window period, 200 ms, discussed in our prior study, which uses stents as energy harvesters in the peripheral vessels of the legs [16].

The resulting extracted feature data are projected onto a 2D plane and a separating hyperplane line is found to separate the “flow” and “occlusion” datasets. We use the Ho-Kashyap procedure used by both Gestner et al. [12] and in our previous study [11] to find the separating hyperplane line. We also use 10 k-fold cross-validation to prevent over-fitting to the data, and thus, there will be 10 separating hyperplane lines. The separating hyperplane line implemented by the classifier circuit is then matched to the average of the 10 k-fold separating hyperplane lines.

Figure 2 illustrates a block diagram showing the configuration and connections of the aforementioned circuits, as well as a detailed view of the hyperplane decision circuitry to illustrate its inner-workings. The “S/H” blocks refer to a sample and hold function asserted at the end of each window period — every 200 ms (e.g., the “SH” in V_{ENERGY,SH} refers to the sampled and held energy feature voltage). In the hyperplane decision circuitry expanded view in the figure, the “ENERGY” and “ZCR” sections act as active current mirrors that clamp the drain of the NMOS transistor to the input (e.g., V_{ENERGY,SH}). The current through the NMOS transistor is set by a bias voltage, e.g., V_{bias,ENERGY}. The “OTA” blocks are standard 5-transistor operational transconductance amplifiers (OTA) using PMOS inputs. I_{OFF} is the current when the V_{ENERGY,SH} and V_{ZCR,SH} voltages are at their maximum expected values, which results in minimum I_{ZCR} and I_{ENERGY} (i.e., supplied by suitable setting of V_{bias,OFF}). When V_{ENERGY,SH} and V_{ZCR,SH} are below their maximum expected values, I_{OUT} increases. V_{THRES} sets a threshold for I_{OUT}; below this threshold, V_{PATENCY} is low and above the threshold V_{PATENCY} is high. Adjusting V_{THRES} shifts the 2D hyperplane line and thus, the values of V_{ENERGY,SH} and V_{ZCR,SH} that result in a high or low V_{PATENCY}. A complete description of the hyperplane decision circuitry can be found in Gestner et al.’s work [12].

C. Experimental Setup and Data Collection

The following description refers to Figure 2. The experimental setup requires using the pig blood flow datasets as inputs to the simulated circuits. First, the sampled and held ZCR and energy feature values are
extracted from the datasets. Next, a separating hyperplane is found for the resulting feature value data using the Ho-Kashyap procedure. Then, the classifier circuit is tuned to match the computed separating hyperplane, and finally the pig blood flow dataset is input to the simulated circuits one more time, and the blood flow decision result from the classifier circuit is recorded from $V_{\text{PATENCY}}$ in the figure. The same procedure was used in our prior study [11].

We pre-processed the datasets by using “flow” and “occlusion” segments that were void of obvious operator interference, such as tightening the ligature. Because the circuits’ supply voltage is 1 V, we clip the positive-going portion of the signals to 0.95 V, mimicking the action of a limiter circuit. Clipping the positive-going portion of the baseband blood flow signal does not affect the circuits, because the energy circuit detects only the negative-going signal envelope. A 700 mV DC bias is applied to the blood flow signals for the ZCR and energy circuits’ input stages.

III. RESULTS

A. Feature Extraction Hardware Performance

In our previous study on automatic blood flow discrimination [11], the ZCR circuit accuracy showed a strong dependence on input signal amplitude. Whereas, the energy circuit showed little dependence on input signal frequency.

Figure 3 shows the ZCR feature extraction circuit performance. The circuit is benchmarked from 5 Hz to 4 kHz for various input signal amplitude ranges, beginning at 1 mV up through 700 mV. The preferred ZCR transfer function shows a linear frequency-to-voltage conversion. From the figure, we can see that signal amplitudes above approximately 20 mV result in accurate ZCR extraction. Meanwhile, signal amplitudes below 20 mV show significant ZCR inaccuracies. For example, low frequency low amplitude input signals show an extracted ZCR feature equivalent to high frequency input signals. The ZCR circuit in this study requires significantly lower input signal amplitude compared with our previous study implemented using discrete commercial off-the-shelf components [11]. Similar to Gestner et al.’s glass break feature extraction circuits [12], this ZCR circuit shows a non-ideal ZCR transfer function at the higher and lower frequency benchmarked ranges. The ZCR also shows that for occluded flow signals, where the number of zero-crossings will be dictated by noise bandwidth, the ZCR will output a high output voltage (i.e., due to low input amplitude).

Figure 4 shows the energy feature extraction circuit performance. The circuit is benchmarked from 1 mV to 700 mV input signal amplitudes for signal frequencies from 5 Hz to 4 kHz. The ideal transfer function line is also shown in the figure. For signal frequencies 50 Hz and greater, we can see that the energy circuit tracks the input signal amplitude closely. Low frequency signals, regardless of input amplitude, are poorly represented at the circuit’s output. This can be explained by noting that the peak negative-going amplitude of frequencies below approximately twice the window period may not occur during the window period. Thus, frequencies below approximately 10 Hz will be poorly or irregularly represented by the energy circuit’s output. Upon further examination of the figure, one can see that the 5 Hz input frequency shows a near-quiescent energy output voltage unless the input amplitude is large. This result can be explained by a combination of the effect of the envelope detector release time as well as when the peak negative-going amplitude occurs during the window capture period. Large signal amplitudes also show a deviation from ideal. In our dataset, the peak negative-going amplitude is 474.34 mV and the mean peak amplitude is 305.49 mV. For 50 Hz signal amplitudes of 0.3 V and 0.5 V, the deviation from ideal is 4.77% and 7.94%, respectively. For a 50 Hz 300 mV input amplitude, the deviation from ideal is about 4.70%.

B. Extracted Feature Data and Discriminative Hyperplane in Hardware

Figure 5(a) shows the extracted feature data from the feature extraction circuits along with each calculated K-fold hyperplane line, the average K-fold hyperplane line, and the extracted hyperplane line from the decision circuitry. The circuit hyperplane line was extracted in 5 mV...
Fig. 4: Energy circuit benchmark for various input frequencies ranging from 5 Hz to 4 kHz.

increments, and the static power consumption of the entire 1-V feature extraction and decision circuitry is 8.715 µW. The calculated (i.e., $\sigma \pm SE$ where SE is the standard error defined as $\frac{\sigma}{\sqrt{n}}$) sensitivity, specificity, and false-positive rate are 99.93±0.07353%, 99.78±0.1102%, and 0.2163±0.1102%, respectively. Figure 5(b) shows a zoomed-in view where the feature data are very near the discriminating hyperplane line, where misclassifications occur. The misclassified feature data are marked with a black ‘×’. Fifteen “occlusion” feature data were misclassified. All but one are clustered in the zoomed-in view of figure 5(b). Two “flow” feature data are misclassified, leading to the simulated false-positive rate of 0.07275%. The simulated sensitivity and specificity are 99.45% and 99.93%, respectively.

IV. DISCUSSION

The high sensitivity, specificity, and low false-positive rate shown in this research, when using automatic flow classification on pig blood flow data collected from the peripheral veins, shows significantly lower false-positive rates than that found using the gold standard for free flap post-operative monitoring (i.e., as high as 31% [5]). Blood flow in the peripheral veins requires experienced personnel because the flow signal is difficult to distinguish from background noise [9]. This situation is shown clearly in the feature data in Figure 5. In the figure, a significant portion of the flow data are abutted nearly against the occlusion data, with merely 20 mV separating the two groups. This emphasizes the need for automatic classification as opposed to using experienced personnel. Also in the figure, more “occlusion” feature data are misclassified compared to the “flow” feature data. The likely causes for the misclassifications and the greater quantity of misclassified “occlusion” feature data are namely due to the pre-processing artifact removal procedure and the operating range of the hyperplane decision circuitry near its rails. The artifact removal process was done by hand, which of course is imperfect and can sometimes result in removing some desired signals as well as failing to remove undesirable signals, which leads to “flow” feature data appearing as “occlusion” feature data and vice versa. Also, the circuits used in this study were demonstrated in literature for an older CMOS process designed for higher voltages. We did not specifically re-design the circuits for low-voltage and wide input/output operating ranges, therefore we expected imperfect performance near the voltage rails, which manifested as the slightly curved discriminating
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hyperplane line. This curve in the line erroneously places some “occlusion” feature data on the opposite side of the line (i.e., misclassification). Nearly the same curvature was observed in the discrete component implementation of the patency detector in our previous study [11].

Future studies should collect more blood flow data from many pigs across many vessels to determine if this classifier can be applied generally in the peripheral vasculature or if discriminating hyperplanes need to be generated in situ. Additionally, the feature data in Figure 5 can be mostly separated using the energy feature. However, our prior study on automatic classifiers for venous flow rates showed that very low flow rates that still fall within the normal range for a vessel will result in feature data, specifically for energy, that significantly overlaps that of the noise feature data [11]. For this case in our previous study, only by the addition of the ZCR feature is the separability improved between the flow and occlusion feature data groups.

The ideal blood flow monitor described by Smit et al. [14] outlined five key features: it should be easily deployable, the instrument output should be easily understood by inexperienced operators, it can be used at any site on the body, it does not impose discomfort for the patient, and it gives continuous and reliable monitoring at the monitoring site. Our study presents the first step towards satisfying all five of these features of an ideal monitor. Of all the blood flow monitoring modalities discussed by Smit et al., only the Laser Doppler, Near Infrared Spectroscopy (NIRS), and wired implantable Doppler probe and system come near to satisfying all of Smit et al.’s key features [13]. Laser Doppler, NIRS, and the wired implantable Doppler are all easily deployable and have simple outputs that can be generally easily understood (i.e., except the wired implantable Doppler which requires experienced personnel for venous flow monitoring) and can give continuous monitoring at the monitoring site. However, Laser Doppler and NIRS cannot be used to monitor deep vessels, such as in the case of buried free flaps [23], [7]; whereas, the wired implantable Doppler is well-suited for this application. While Laser Doppler and NIRS do not cause any patient discomfort, the wired implantable Doppler is invasive and can kink or tear the vessel if its monitoring wire is snagged. Notwithstanding, if the unreliability and hazards of the wired implantable Doppler, due to the transcutaneous tether, were to be eliminated, and the measurement output were easily interpretable for the peripheral venous flow applications, a Doppler blood flow monitoring technology stands to meet all of Smit et al.’s ideal blood flow monitor features.

In our prior study, we demonstrated patency detection in the peripheral veins of pigs using wireless implantable blood flow monitors to improve on the shortcomings of the wired implantable Doppler system and probe [10]. However, the system still required an operator to compare readings to a baseline flow measurement, and additionally, the implant was still too bulky, leading to patient discomfort. It is for these reasons that we investigated automatic blood flow classification in our previous study [11] and the classifier’s performance in a monolithic embodiment in this current research. The advantage of a monolithic implantable blood flow monitor is that its small size significantly reduces patient discomfort, a feat that no other existing wireless implantable blood flow monitors can achieve because of their reliance on large commercial off-the-shelf (COTS) discrete components and batteries (i.e., see the review by Rothfuss et al. on wireless implantable blood flow monitors [13]). The smallest of the existing wireless blood flow monitors was reported in our previous study: 18 cm$^3$ including encapsulation and battery [10], while the next smallest reported in literature is 27 cm$^3$ by Yonezawa et al. [24]. As an integrated circuit, the electronics can be incorporated into existing implanted structures, such anastomotic flow couplers [7] or stents [15], while only marginally increasing the implant size (e.g., the total implant device volume of our previous work was 18 cm$^3$ and 1.7 cm$^3$ without battery and without encapsulation).

The anastomotic flow coupler device is a popular and permanently implanted surgical tool used to mate and hold together the two vessel halves in an anastomosis procedure [25]. The anastomotic flow coupler often incorporates the Cook-Swartz wired implantable Doppler probe for precise placement and direct monitoring for the desired vessel [7]. The flow coupler’s high-density polyethylene body is bio-compatible and well-suited for encapsulating implanted electronics and a small implanted antenna, such as a loop antenna. Thus, an entirely implanted and percutaneously wirelessly powered blood flow monitor can be constructed to fit within the flow coupler, which stands to significantly improve the costly false-positive rates found using the transcutaneous wire tether blood flow monitor and flow coupler combination. In order to wirelessly power the implanted electronics through tissue, an external wireless antenna, such as a large loop antenna (e.g., several centimeters diameter [26]) transmits an electromagnetic field through tissue, which is then harvested by the implanted antenna. Significant power loss occurs in tissue (i.e., heating), and upper limits to the amount of power that can be transmitted through tissue for human safety (i.e., tissue heating) are imposed by the International Commission
on Non-Ionizing Radiation Protection (ICNIRP) [27] and the IEEE Standard C95.1-2005 [28]. Practical link gains between the external and implanted antennas are typically on the order of -10 to -30 dB, depending on a variety of factors such as implant depth, implant location, and antenna topology (e.g., dipole or loop antennas) [29]. Recent advances in ultra-small wireless power harvesting antennas for implanted devices using magnetodielectric cores in cubic millimeter loop antennas can safely provide over 600 $\mu$W to a circuit at an 11 mm implant depth continuously at 300 MHz [30], near the 315 MHz ISM band investigated in our wireless stent study [16].

We estimate, from the following analysis of relevant literature, that an integrated circuit for wireless blood flow monitoring would require less than 2.2 mW available from the antenna. Using duty cycling can increase the implant depth and/or power available to the implant to meet safety regulations [31]. Highly efficient rectifiers for biomedical implants with efficiencies greater than 80% can maximize the power available to the implanted electronics [32]. The integrated circuit power consumption would be dominated by the piezoelectric transducers and their drive circuitry. Vilkomerson et al. demonstrated piezoelectric transducers requiring only 500 $\mu$W of drive power from a digital inverter [33]. Assuming an example class B push-pull power amplifier transducer driver efficiency of 30%, the transducer and driver power consumption would be approximately 1.67 mW. Other monolithic portions suitable for integration into the implanted electronics could come from existing literature: 1.20 $\mu$W for a 1-V 50 mA low-dropout regulator [34], 20.5 $\mu$W for the low-noise amplifier front-end designed for ultrasonic transducers [35], and 1.5 $\mu$W for baseband amplification and low-pass filtering [36]. The simulated quiescent current consumption of the feature extraction and discriminating hyperplane decision circuitry in this research, adapted from Gestner et al. [12], is 8.715 $\mu$A from a 1-V supply. Comparatively, Gestner et al.’s glass break detector consumed 20 $\mu$A in a TSMC 0.35 $\mu$m process (i.e., supply voltage was not specified). Thus, the total power consumption of the electronics (i.e., neglecting rectifier efficiency) is approximately 1.7 mW.

If the aforementioned example integrated device were to be incorporated within the wireless stent energy harvesters for the peripheral vasculature from our prior study [16], 6.687 mW of power would be available from the antenna (i.e., using conjugate matching) at a 4.36 cm implant depth (i.e., 0.19 cm 2.1 cm fat, and 2.07 cm muscle), and a 20% power-on duty cycle (i.e., 200 ms window length). This would mean that the implanted wirelessly powered blood flow meter (i.e., requires 2.2 mW) could easily be powered far beyond the maximum monitoring depths of NIRS (i.e., 20 mm [37]) and Laser Doppler (i.e., 8 mm [38]), via [14]. A future study should investigate methods to powering a miniature implantable antenna incorporated into a flow coupler device to determine the power available for implanted electronics in buried flap cases. A miniature monitoring device that can be incorporated into existing implantable devices that significantly reduces bioburden and deployment barriers, automatically determines vessel patency, can be operated below the operational depths of the nearest competing technologies, and can be powered continuously without reliability concerns (i.e., due to the transcutaneous wire) positions itself closer to the ideal monitor described by Smit et al. than any other reported device.

V. Conclusion

This paper demonstrated the performance of a hardware-only blood flow classifier intended for integration within a biomedical implant. We validated the hardware-only feature extraction and classification circuitry in SPICE simulations using the IBM 130 nm CMOS process for a 1-V supply voltage using real pig blood flow data in the bilateral femoral veins, which often require experienced personnel to detect obstructions. Our results show that a high sensitivity, specificity, and low false-positive rate are achievable using automatic hardware-only patency classification on real pig blood flow data in a 200 ms window size at a low quiescent power. These results suggest that automatic patency classifiers incorporated as part of a wirelessly-powered biomedical implant will be able to detect the presence and loss of venous flow for free flap surgeries without experienced operators.
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