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Abstract

Objective. We aim at developing a hybrid brain-computer interface that utilizes electroencephalography (EEG) and functional transcranial Doppler (fTCD). In this hybrid BCI, EEG and fTCD are used simultaneously to measure electrical brain activity and cerebral blood velocity respectively in response to flickering mental rotation and word generation tasks. In this paper, we improve both the accuracy and information transfer rate (ITR) of this novel hybrid brain computer interface (BCI) we designed in our previous work. Approach. To achieve such aim, we focused on employing more advanced feature extraction and fusion techniques compared to the analysis techniques we applied previously. In particular, template matching was used to analyze EEG data whereas 5-level Wavelet decomposition was applied to fTCD data. EEG and fTCD feature vectors were combined using a Bayesian approach in a probabilistic manner different than the feature vector concatenation we performed before. Feature selection and classification were performed using Wilcoxon signed rank test and support vector machines respectively. Main results. Average accuracy and average ITR of 98.11% and 21.29 bits/min were achieved for WG versus MR classification while MR versus baseline yielded 86.27% average accuracy and 8.95 bit/min average ITR. In addition, average accuracy of 85.29% and average ITR of 8.34 bits/min were obtained for WG versus baseline. Significance. The proposed analysis techniques significantly improved the hybrid BCI performance. Specifically, for MR/WG versus baseline problems, we achieved twice of the ITRs obtained in our previous study. Moreover, the ITR of WG versus MR problem is 4-times the ITR we obtained before for the same problem. The current analysis methods boosted the performance of our EEG-fTCD BCI such that it outperformed the existing EEG-fNIRS BCIs in comparison.

Index Terms—Electroencephalogram, Functional Transcranial Doppler Ultrasound, Hybrid Brain-Computer Interfaces, Classification.

1. Introduction

To enhance the performance of brain-computer interfaces (BCIs) in terms of accuracy and information transfer rate (ITR), recent studies suggested designing hybrid BCIs in which inference of user intent is based on data acquired from more than one source signal [1]. One of these signals has to be reflecting certain brain activity while the other signals do not have to be brain-related signals [2]. To acquire signals reflecting brain activity, sensing modalities such as electrocardiogram (EEG) [3], functional near infrared spectroscopy (fNIRS) [4], and functional
magnetic resonance imaging (fMRI) [5] are used whereas modalities such as electromyogram (EMG) [6] and Electrooculography (EOG) [7] are usually employed in hybrid BCI design to acquire brain non-related signals [8].

In terms of source signals, hybrid BCIs can be categorized into 3 main classes including BCIs sensing brain and non-brain signals, BCIs sensing different brain signals using different modalities, and BCIs using single modality to sense different patterns of the same brain activity due to mental tasks with different nature [9]. EEG-fNIRS systems [10][11] are common examples of hybrid BCIs measuring different brain-related signals while EEG-EMG and EEG-EOG hybrid BCIs [6][7] represent the category that exploits brain and non-brain signals for hybrid BCI design. As for the third category, different EEG signals (steady state visually-evoked potential (SSVEP), motor imagery (MI), and P300) can be combined to design a hybrid BCI although being recorded using a single modality [12]. Tasks inducing such different signals can be designed using different stimulus modalities (visual, audio, and tactile) [9][13].

Among hybrid BCIs exploiting different brain sensing modalities, EEG-fNIRS systems are widely studied and considered for real-life BCI applications [14]. In contrast, EEG-fMRI systems have several disadvantages that limit their practical usage in BCI design since fMRI is an expensive non-portable equipment that requires controlled environment to perform efficiently [15]. For instance, EEG and fNIRS modalities were used to design asynchronous hybrid BCI in which the BCI user does not need any cue to initiate communication with the machine [16]. In this study, EEG and fNIRS data were recorded in response to motor execution tasks. Motor imagery (MI) tasks were employed for development of an EEG-fNIRS BCI in which occurrence of MI was detected using fNIRS modality while MI type was identified using EEG modality [17]. Moreover, many researchers exploited both motor execution and MI tasks to design hybrid EEG-fNIRS BCIs and it was found that the data from both modalities due to different tasks complement each other [18][19]. In another EEG-fNIRS study, 4 commands were decoded using mental arithmetic and motor execution tasks [20].

However, EEG-fNIRS hybrid BCIs require long task periods as well as baseline/resting period before/after performing each task since fNIRS has low temporal resolution. Recently, functional transcranial Doppler ultrasound (fTCD) has been studied as a faster alternative to fNIRS that can afford higher accuracies and ITRs when used solely in BCI design [21]. Moreover, in previous studies, we have shown that fTCD can be successfully employed in hybrid BCIs to provide improved performance when combined with EEG [22][23]. In particular, two visual presentation schemes were designed for the hybrid EEG-fTCD system with the aim of finding the most efficient visual presentation in terms of obtained accuracies and ITRs. In the first visual presentation, EEG and fTCD data were recorded simultaneously during right and left arm MI tasks [22] while in the second visual presentation, EEG and fTCD were acquired simultaneously in response to flickering mental rotation (MR) and word generation (WG) tasks [23]. It was found that flickering MR/WG visual presentation can provide higher accuracies compared to accuracies achieved using MI
tasks. However, ITRs due to MI tasks were higher than those obtained using flickering MR/WG visual presentation.

In this paper, we aim at improving the accuracies and ITRs of the system employing flickering MR/WG visual presentation. To achieve such aim, 3 binary selection problems were evaluated including MR versus baseline, WG versus baseline, and WG versus MR. Template matching was used to classify EEG data based on templates extracted from the training trials while fTCD data were analyzed using 5-level wavelet decomposition. Such wavelet analysis was shown before to be efficient for improving the performance of fTCD based BCIs employing MR and WG tasks [21]. Wilcoxon signed-rank test was used to statistically select significant features while classification tasks were performed using support vector machines (SVM) classifier. Moreover, instead of concatenating EEG and fTCD feature vectors for SVM classification, we developed a Bayesian framework to combine EEG and fTCD feature vectors under 3 different assumptions.

2. Materials and Methods

This section includes a detailed description of our experimental design, feature extraction, and feature selection methods as well as feature fusion and decision-making algorithms.

2.1. Experimental Design

A g.tec EEG system was used for EEG data collection using 16 electrodes placed over frontal, central, and parietal lobes at locations Fp1, Fp2, F3, F4, Fz, Fc1, Fc2, Cz, P1, P2, C1, C2, C3, C4, P5, and P6. Left mastoid was used as the reference for all participants. EEG data were bandpass-filtered using the g. USBamp bio-signal amplifier with corner frequencies 2 and 62 Hz. EEG data were also filtered using 4th order notch filters with corner frequencies 58 and 62 Hz.

SONARA TCD system with two 2 MHz transducers was used to record fTCD data. To monitor blood flow in middle cerebral arties (MCAs) which are responsible of 80% of blood perfusion in brain, an fTCD depth of 50 mm was selected and used during all data collection sessions [24]. The fTCD transducers were placed on both right and left sides of the transtemporal window above the zygomatic arch [25][26].

To design an efficient hybrid EEG-fTCD system, the MR and WG mental tasks presented to the BCI user have to be successfully identified by both recording modalities. However, MR and WG tasks are well known to be distinguished only using fTCD. More specifically, MR and WG tasks are known to induce different blood perfusion in brain hemispheres and thus different fTCD signals. In order to get differentiated using EEG, the visual icons representing MR and WG mental tasks are textured with a checkerboard pattern as shown in Fig.1. In addition, each task flickers with different frequency to elicit SSVEPs according to the flickering frequency of the task of interest. Therefore, these tasks can be distinguished since they will generate distinct EEG responses.

As seen in Fig.1, visual icons representing flickering MR and WG tasks as well as the fixation cross resembling the baseline are shown simultaneously on the screen. To elicit distinct SSVEPs, MR
task flickers at 7Hz while WG task flickers at 17 Hz. At each trial, the red vertical arrow points randomly at one of the 3 icons for 10 s and the participant is asked to perform the mental task selected by the vertical arrow. For instance, to perform the WG task, the BCI user has to think about words starting with the letter shown on the screen. While the vertical arrow points to the MR task, the user has to mentally rotate one of the two 3D shapes shown on the screen and decide if the 2 shapes are identical or mirrored. Baseline data is collected when the vertical arrow points to the fixation cross. The user has to perform 150 randomized trials for 25 min.

University of Pittsburgh approved all research procedures under IRB number of PRO16080475. A total of 11 healthy participants signed informed consents and participated in the study including 3 females and 8 males with ages in the range from 25 to 32 years. Each of them attended one 25-min data collection session. None of these participants had a history of heart murmurs, migraines, strokes, or any brain related injuries.

2.2. Temporal Analysis

With the aim of finding the optimal task period, both EEG and fTCD data were analyzed and performance measures were evaluated across time. Calculated performance measures included accuracy and information transfer rate (ITR) [27] which is a measure the combines both accuracy and speed of the BCI. ITR is calculated as follows:

\[
B = \log_2(N) + P\log_2(P) + (1 - P)\log_2\left(\frac{1 - P}{N - 1}\right)
\]

where \(P\) is the classification accuracy, \(N\) is the number of BCI classes, and \(B\) is the information transfer rate per trial.

For EEG data, an incremental window of 1-s initial width and 1-s increment size was used to infer the user intent across time while a 1-s width moving window with no overlap was used for the same purpose with the fTCD data. In particular, when generating the performance measures using EEG only, data of the EEG 1-s window were analyzed and performance measures were
calculated. Afterwards, the window size was increased by 1 s and performance measures were reevaluated. Same process was carried out until the window width was equal to task period (10 s). Performance measures due to fTCD only were evaluated using a moving window of 1-s width instead of an incremental window. The choice of the moving window for fTCD analysis was based on a study we carried out before to enhance the performance of an fTCD-based BCI that employs MR and WG tasks [21].

To evaluate the performance of the hybrid combination, we developed a Bayesian framework that combines the evidences from fTCD and EEG modalities for joint user intent inference. At each time point (1, 2..., 10 s), 1-D EEG and fTCD evidences corresponding to the EEG and fTCD feature vectors at that time point were generated. EEG and fTCD evidences corresponding to each time window were combined under 3 different assumptions including joint EEG-fTCD distributions, independent EEG and fTCD distributions as well as weighted independent EEG and fTCD distributions.

2.3. Feature Extraction

During each data collection session, 150 trials were presented to the BCI user. To extract features of each trial, both EEG and fTCD data corresponding to each 10-s trial were segmented. The data of each trial consisted of 16 EEG segments collected from the 16 EEG electrodes as well as 2 fTCD segments collected from the 2 fTCD transducers.

Cross correlation coefficients generated using template matching represented EEG features while fTCD features were statistical features derived from the Wavelet decomposition of fTCD data corresponding to each trial. Features of all EEG/fTCD segments were concatenated to form EEG/fTCD feature vectors.

2.3.1. Template Matching

Instead of using canonical correlation analysis for analyzing EEG data in which artificial sinusoidal signals are used as reference signals to recognize frequency of the stimulus under test [28] [29], in this paper, templates generated from EEG training data were used as reference signals to identify the stimulus under test. In particular, each class has one template per EEG electrode and thus 16 templates per class were generated. The 16 templates corresponding to each class were obtained by averaging the training trials belonging to that class over each electrode location. Cross correlation coefficients between the 16 templates of each class and the corresponding 16 EEG segments of the trial under test were used as features, therefore, each EEG trial was represented by 32 features.

2.3.2. Wavelet Decomposition

To the best of our knowledge, the most efficient fTCD-based BCI in literature exploiting MR and WG mental tasks employed 5-level wavelet decomposition for feature extraction [21]. In this study, same analysis was applied to enhance the performance due to fTCD only and thus the
performance of the hybrid system. Specifically, 5-level Wavelet decomposition [30] was applied to the 2 fTCD data segments corresponding to each trial (one segment per fTCD channel). Daubechies 4 mother Wavelet was used to perform the decomposition. To reduce the dimensionality of the fTCD feature vector, 4 statistical features including mean, variance, skewness, and kurtosis [31] [32] were calculated for each of the 6 wavelet bands obtained from the decomposition leading to computation of 24 features per segment and 48 features per trial.

2.4. Feature Selection and Reduction

For both EEG and fTCD feature vectors, significant features were selected using Wilcoxon signed-rank test [33] at p-value of 0.05. However, for MR/WG versus baseline problems, Wilcoxon test with 0.05 significance level failed sometimes during some cross-validation folds to find significant features that distinguishes WG/MR task against baseline. Therefore, p-value of 0.1 was also used for task versus baseline problems and 2 sets of performance measures corresponding to p-values of 0.05 and 0.1 were generated. The best set of performance measures was reported in the results section (section 3) below. To evaluate the performance of single modality BCIs (EEG only and fTCD only BCIs), selected features from each modality were classified solely using support vector machine (SVM) classifier [34] and performance measures corresponding to each modality were generated.

EEG and fTCD feature vectors were combined to assess the performance of the hybrid system. Instead of concatenating the 2 feature vectors corresponding to each trial, SVM was used to reduce each feature vector of each trial into 1-D SVM score. In particular, 2 SVM classifiers were trained separately using selected EEG and fTCD feature vectors of the training trials. For each trial under test, the selected features from the 32-D EEG and 48-D fTCD feature vectors of that trial were reduced into 2 scalar SVM scores.

2.5. Feature Fusion and Decision Making

We designed a Bayesian framework to fuse EEG and fTCD evidences under 3 different assumptions including joint EEG-fTCD distributions (A1), independent EEG and fTCD distributions (A2) as well as weighted independent EEG and fTCD distributions (A3). EEG and fTCD evidences were partitioned randomly into training and testing sets using 10-fold cross validation scheme. Fig.2 illustrates $x_k$ which is the latent dynamic state variable representing the unknown user intent at trial $k$ that needs to be jointly inferred from a set of multimodal (EEG and fTCD) measurements $Y = \{y_1, \ldots, y_{N-10}\}$ where $N$ is the number of trials presented to a BCI user. Note that the $n^{th}$ measurement $y_n = \{e_n, f_n\}$, includes both the EEG and fTCD evidences represented as $e_n$ and $f_n$ respectively. Inference of the unknown user intent $x_k$ will be achieved through state estimation using the EEG and fTCD evidences jointly. Specifically, the following optimization problem will be solved.

$$
\hat{x}_k = \arg \max_{x_k} p(x_k | Y = y_k)
$$

(2)
In (2), \( p(x_k|Y) \) is the posterior distribution of the state \( x_k \) conditioned on the observations \( Y \). From Bayes rule, (2) is equivalent to:

\[
\hat{x}_k = \arg\max_{x_k} p(Y = y_k | x_k) p(x_k)
\]  

(3)

where \( p(Y|x_k) \) is state conditional distribution of the measurements \( Y \) and \( p(x_k) \) is the prior distribution defined over the values of state. Since the trials are randomized, we assume that \( p(x_k) \) is uniformly distributed, then accordingly we rewrite (3) as:

\[
\hat{x}_k = \arg\max_{x_k} p(Y = y_k | x_k)
\]  

(4)

The distribution \( p(Y|x_k) \) is computed from the training data. User intent at trial \( k \) is inferred by solving eqn. (4) at the measurement \( Y = y_k \). In this study, the distribution \( p(Y|x_k) \) was evaluated under 3 different assumptions.

### 2.5.1. Assumption 1: Joint Distribution

Since the \( k^{th} \) measurement is \( y_k = \{e_k, f_k\} \), (4) can be written as:

\[
\hat{x}_k = \arg\max_{x_k} p(e = e_k, f = f_k | x_k)
\]  

(5)

Where \( p(e, f|x_k) \) is the state conditional joint distribution of \( e \) and \( f \). This is represented graphically in Fig.2. a. To compute \( p(e, f|x_k) \) for N-10 training trials, the joint distribution of the EEG and fTCD scores was assumed to follow a multivariate Gaussian distribution. Kernel density estimation with gaussian kernel was employed to compute the distributions \( p(e, f|x_k), k = 1, 2 \). For measurements under test \( y_k = \{e_k, f_k\} \), \( e_k \) and \( f_k \) are plugged in [5] and the user intent \( x_k \) that yields the maximum likelihood is selected.

### 2.5.2. Assumption 2: Independent Distributions

In order to compute \( p(Y|x_k) \), we will assume that conditioned on the latent state, the EEG and fTCD evidences are independent from each other as seen in Fig.2.b, then accordingly also considering the uniform prior over the states, we rewrite (4) as:
\[
\tilde{x}_k = \arg \max_{x_k} p(e = e_k|x_k)p(f = f_k|x_k)
\]

where \( p(e|x_k) \) and \( p(f|x_k) \) are the distributions of EEG and fTCD evidences conditioned on the state \( x_k \) respectively.

SVM EEG and fTCD scores of the N-10 training trials are used separately to compute 2 distributions \( \{p(e|x_k) \text{ and } p(f|x_k)\} \) using kernel density estimation with gaussian kernel. For measurements under test \( y_k = \{e_k, f_k\} \), \( e_k \) and \( f_k \) are plugged in (6) and the user intent \( x_k \) that yields the maximum likelihood is selected.

\[ \text{2.5.3. Assumption 3: Weighted Independent Distributions} \]

Since the contribution of EEG and fTCD evidences towards making a correct decision might be unequal, we suggest weighting the distributions \( p(e|x_k) \) and \( p(f|x_k) \), and thus rewriting (5) as:

\[ \tilde{x}_k = \arg \max_{x_k} p(e = e_k|x_k)^\alpha p(f = f_k|x_k)^{1-\alpha} \]

Where \( \alpha \) ranges from 0 to 1. \( p(e|x_k) \) and \( p(f|x_k) \) were computed as mentioned in section 5.2. These distributions were weighted with factors \( \alpha \) and 1 – \( \alpha \) as seen in (7). This is equivalent to convex combination of the log likelihoods. Performance measures corresponding to \( \alpha \) values ranging from 0 to 1 with a step of 0.05 were calculated and the best set of performance measures was reported in the results section (section 3) below. Due to computational complexity, \( \alpha \) parameter was not optimized in this study. Instead, the best set of performance measures was reported. Herein, by inspecting performance measures obtained from A3 compared with those obtained from A1 and A2, A3 can be either excluded or considered in future studies with \( \alpha \) parameter optimization so that the proposed system can be used in online settings.

\[ \text{3. Results} \]

To evaluate the effectiveness of the hybrid system, maximum possible accuracy that can be obtained using EEG only and fTCD only was compared with the maximum accuracy achieved by the hybrid system under the 3 different assumptions (A1, A2, and A3) explained in section 2.5. These accuracies are reported in Tables 1, 2, and 3 for MR vs baseline, WG versus baseline, and WG vs MR problems respectively. In addition, error bars of sensitivities and specificities corresponding to the accuracies listed in Tables 1, 2, and 3 were plotted in Fig.3. Moreover, ITRs of A1, A2, A3, EEG only, and fTCD only were compared in Fig. 4. P-values showing the statistical significance of A1, A2, and A3 compared to EEG only and fTCD were calculated using Wilcoxon signed rank test and reported in Table 4.

As seen in Table 1, for MR versus baseline problem, A1, A2, and A3 achieved significantly higher average accuracies compared to EEG only and fTCD only. In particular, 79.45%, 83.24%, and 86.27% average accuracies were achieved by A1, A2, and A3 while EEG only and fTCD only obtained average accuracies of 75.28% and 68.66% respectively. As shown in Fig.3, error bars of the corresponding sensitivities and specificities show that A2 and A3 has the highest average
values and lowest standard deviation across participants especially compared to EEG only. Although A1, A2, and A3 outperformed EEG only and fTCD only in terms of average accuracy, A1 outperformed EEG for only 8 out of 11 participants while A2 and A3 outperformed EEG for 9 and 10 out of 11 participants respectively. Moreover, both A2 and A3 scored higher accuracies than fTCD only for all the participants while A1 outperformed fTCD only for 10 out of 11 participants. In line with these observations, p-values of Table 4 showed that A1 is not statistically significant compared to EEG only. Meanwhile, both A2 and A3 are statistically significant compared to EEG only. Compared to fTCD only, A1, A2, and A3 are statistically significant. In terms of ITRs, as seen in Fig.4.a, A3 outperformed A1, A2, EEG, and fTCD for most of the participants. On average, as shown in Fig.4. d., A3 achieved 8.95 bits/min while A1, A2, EEG, and fTCD yielded 7.55, 5.14, 3.49, and 2.46 bits/min respectively.

Tables 2 shows comparison of the performance measures obtained for WG versus baseline problem. A1, A2, and A3 obtained 78.26%, 82.85%, 85.29% average accuracy compared to %68.04, and 67.67% obtained by EEG only and fTCD only. As shown in Fig 3.b, the corresponding sensitivities and specificities have very similar values especially those of A1 and A2, therefore, the proposed classification model is balanced. In addition, A2 and A3 obtained higher accuracies than EEG only and fTCD only for all 11 participants. However, A1 achieved higher accuracies than EEG only and fTCD only for 9 and 10 participants respectively. These results are supported by the p-values of WG versus baseline problem listed in Table 4. Fig.4. b. shows that A1, A2, and A3 yielded higher ITRs for most of the participants compared to EEG only and fTCD. Unexpectedly, A2 obtained higher average ITR than A3 as shown in Fig.4. d. In particular, A2 obtained 8.89 bits/min while A3 obtained 8.34 bits/min. Meanwhile, A1, EEG only, and fTCD only got ITRs of 5.11, 1.98, and 1.37 bits/min respectively.

MR versus WG problem yielded the highest performance measures compared to MR/WG versus baseline problems as seen in Table 3. More specifically, A1, A2, and A3 obtained average accuracies of 97.84%, 97.40%, and 98.18% compared to 79.65% obtained by EEG only and 66.93% by fTCD only. Moreover, A1, A2, and A3 showed very low variance in sensitivities of MR and WG tasks across participants compared to EEG only and fTCD only as shown in Fig.3. c. Supported by the p-values in Table 4, for all participants, A1, A2, and A3 yielded higher accuracies than EEG only and fTCD only. In addition, A1, A2, and A3 achieved higher ITRs than EEG only and fTCD only for all participants as seen in Fig.4. c. In terms of average ITRs, as shown in Fig.4. d., EEG only obtained 3.62 bits/min while fTCD only obtained 2.84 bits/min. However, when combined together, A1, A2, and A3 yielded average ITRs of 20.99, 19.63, and 21.29 respectively.
### TABLE 1

Maximum accuracy achieved for each subject using hybrid combinations \((A_1, A_2, A_3)\), EEG only, and fTCD only for MR vs baseline problem.

<table>
<thead>
<tr>
<th>Sub_ID</th>
<th>EEG Accuracy</th>
<th>fTCD Accuracy</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68.75%</td>
<td>70.83%</td>
<td>80.21%</td>
<td>86.46%</td>
<td>91.67%</td>
</tr>
<tr>
<td>2</td>
<td>83.33%</td>
<td>60.42%</td>
<td>86.46%</td>
<td>89.58%</td>
<td>92.71%</td>
</tr>
<tr>
<td>3</td>
<td>78.13%</td>
<td>76.04%</td>
<td>83.33%</td>
<td>84.38%</td>
<td>87.50%</td>
</tr>
<tr>
<td>4</td>
<td>75.00%</td>
<td>65.63%</td>
<td>71.88%</td>
<td>76.04%</td>
<td>82.29%</td>
</tr>
<tr>
<td>5</td>
<td>73.96%</td>
<td>78.13%</td>
<td>75.00%</td>
<td>79.17%</td>
<td>81.25%</td>
</tr>
<tr>
<td>6</td>
<td>72.92%</td>
<td>65.63%</td>
<td>82.29%</td>
<td>84.38%</td>
<td>85.42%</td>
</tr>
<tr>
<td>7</td>
<td>75.00%</td>
<td>65.63%</td>
<td>84.38%</td>
<td>89.58%</td>
<td>91.67%</td>
</tr>
<tr>
<td>8</td>
<td>58.33%</td>
<td>73.96%</td>
<td>84.38%</td>
<td>89.58%</td>
<td>91.67%</td>
</tr>
<tr>
<td>9</td>
<td>83.33%</td>
<td>68.75%</td>
<td>71.88%</td>
<td>76.04%</td>
<td>78.13%</td>
</tr>
<tr>
<td>10</td>
<td>81.25%</td>
<td>65.63%</td>
<td>75.00%</td>
<td>80.21%</td>
<td>84.38%</td>
</tr>
</tbody>
</table>

**Mean** | 75.28% | 68.66% | 79.45% | 83.24% | 86.27% |

### TABLE 2

Maximum accuracy achieved for each subject using hybrid combinations \((A_1, A_2, A_3)\), EEG only, and fTCD only for WG vs baseline problem.

<table>
<thead>
<tr>
<th>Sub_ID</th>
<th>EEG Accuracy</th>
<th>fTCD Accuracy</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79.38%</td>
<td>63.92%</td>
<td>81.44%</td>
<td>86.60%</td>
<td>88.66%</td>
</tr>
<tr>
<td>2</td>
<td>58.76%</td>
<td>62.89%</td>
<td>85.57%</td>
<td>90.72%</td>
<td>93.81%</td>
</tr>
<tr>
<td>3</td>
<td>75.26%</td>
<td>71.13%</td>
<td>85.57%</td>
<td>81.44%</td>
<td>84.54%</td>
</tr>
<tr>
<td>4</td>
<td>61.86%</td>
<td>61.86%</td>
<td>72.16%</td>
<td>78.35%</td>
<td>81.44%</td>
</tr>
<tr>
<td>5</td>
<td>70.10%</td>
<td>72.16%</td>
<td>70.10%</td>
<td>77.32%</td>
<td>79.38%</td>
</tr>
<tr>
<td>6</td>
<td>72.16%</td>
<td>74.23%</td>
<td>78.35%</td>
<td>78.35%</td>
<td>79.38%</td>
</tr>
<tr>
<td>7</td>
<td>63.92%</td>
<td>68.04%</td>
<td>78.35%</td>
<td>85.57%</td>
<td>88.66%</td>
</tr>
<tr>
<td>8</td>
<td>46.39%</td>
<td>72.16%</td>
<td>75.26%</td>
<td>81.44%</td>
<td>83.51%</td>
</tr>
<tr>
<td>9</td>
<td>72.16%</td>
<td>61.86%</td>
<td>82.47%</td>
<td>88.66%</td>
<td>91.75%</td>
</tr>
<tr>
<td>10</td>
<td>75.26%</td>
<td>64.95%</td>
<td>79.38%</td>
<td>85.57%</td>
<td>87.63%</td>
</tr>
<tr>
<td>11</td>
<td>73.20%</td>
<td>71.13%</td>
<td>72.16%</td>
<td>77.32%</td>
<td>79.38%</td>
</tr>
</tbody>
</table>

**Mean** | 68.04% | 67.67% | 78.26% | 82.85% | 85.29% |

### TABLE 3

Maximum accuracy achieved for each subject using hybrid combinations \((A_1, A_2, A_3)\), EEG only, and fTCD only for MR vs WG problem.

<table>
<thead>
<tr>
<th>Sub_ID</th>
<th>EEG Accuracy</th>
<th>fTCD Accuracy</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>93.33%</td>
<td>62.86%</td>
<td>99.05%</td>
<td>99.05%</td>
<td>99.05%</td>
</tr>
<tr>
<td>2</td>
<td>81.90%</td>
<td>65.71%</td>
<td>100.0%</td>
<td>99.05%</td>
<td>99.05%</td>
</tr>
<tr>
<td>3</td>
<td>87.62%</td>
<td>68.57%</td>
<td>100.0%</td>
<td>99.05%</td>
<td>99.05%</td>
</tr>
<tr>
<td>4</td>
<td>75.24%</td>
<td>62.86%</td>
<td>100.0%</td>
<td>99.05%</td>
<td>99.05%</td>
</tr>
<tr>
<td>5</td>
<td>78.10%</td>
<td>64.76%</td>
<td>100.0%</td>
<td>99.05%</td>
<td>99.05%</td>
</tr>
<tr>
<td>6</td>
<td>72.38%</td>
<td>72.38%</td>
<td>99.05%</td>
<td>99.05%</td>
<td>99.05%</td>
</tr>
<tr>
<td>7</td>
<td>80.00%</td>
<td>70.48%</td>
<td>96.19%</td>
<td>95.24%</td>
<td>98.10%</td>
</tr>
<tr>
<td>8</td>
<td>72.38%</td>
<td>66.67%</td>
<td>83.81%</td>
<td>85.71%</td>
<td>88.57%</td>
</tr>
<tr>
<td>9</td>
<td>64.76%</td>
<td>69.52%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>10</td>
<td>90.48%</td>
<td>70.48%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>11</td>
<td>80.00%</td>
<td>61.90%</td>
<td>98.10%</td>
<td>96.19%</td>
<td>99.05%</td>
</tr>
</tbody>
</table>

**Mean** | 79.65% | 66.93% | 97.84% | 97.40% | 98.18% |
Fig. 3. Sensitivities and specificities (mean and standard deviation) calculated using A1, A2, A3, EEG only, and fTCD only for flickering MR vs baseline problem (a), flickering WG vs baseline problem (b), and flickering MR vs flickering WG (c).

Fig. 4. Information transfer rates (ITRs) for each participant (P) calculated using EEG only, fTCD only, and the 3 hybrid combinations (A1, A2, and A3) for MR vs baseline problem (a), WG vs baseline problem (b), and MR vs WG problem (c). Average ITRs for the 3 problems are shown in subfigure (d).
4. Discussion

Based on the accuracies shown in Tables 1, 2, and 3 as well as the average ITRs shown in Fig. 3.d, it can be noticed that EEG and fTCD independence hypothesis (A2) yielded more efficient performance compared to the general hypothesis where EEG and fTCD are assumed to be Jointly distributed (A1). Moreover, although weighted independence hypothesis (A3) offers higher accuracies compared to those obtained under A2, the increase in accuracy is not that significant considering the increase in computational complexity due to α parameter optimization required when combining EEG and fTCD evidences under A3 in online settings. Moreover, despite the differences in accuracies, the ITRs due to A2 and A3 are very close in value to each other. Therefore, we believe that the system can perform efficiently under the independence assumption (A2).

It was shown that MR versus WG problem obtained significantly higher average accuracy and average ITR compared to MR/WG versus baseline problems. Specifically, accuracies of 86.27%, 85.29%, and 98.11% were obtained by MR versus baseline, WG versus baseline, and MR versus WG respectively while the same binary problems yielded average ITRs of 8.95, 8.34, and 21.29 bits/min respectively. One limitation of this study is that the BCI user gets distracted while focusing on the fixation cross during the baseline trials since such user experiences flickering effect coming from both visual icons representing MR and WG tasks during those baseline trials. However, the user is less distracted by this flickering effect while performing MR and WG tasks since they are separated by larger distance on the screen as shown in Fig. 1. Such flickering effect is the reason behind the significant difference in both accuracy and ITR obtained for MR versus WG problem compared to accuracy and ITR achieved for MR/WG versus baseline problems. To reduce the distraction encountered by the user during baseline trials, a screen with larger dimensions can be used instead of the current 15.6” laptop screen. Another solution is to reduce the size of the visual icons representing the MR and WG tasks. Another limitation of the current study is the long data collection sessions (25 min) which leads to user’s fatigue and eye strain due to long exposure to flickering objects. Therefore, in the future version of this system, each session will be divided into 2 separate sessions.

Compared to the preliminary results we obtained before using flickering MR/WG visual presentation, in this paper, we improved the ITRs for the 3 binary problems at least 2 times.
compared to the ITRs we obtained previously. In particular, previously we obtained 4.39, 3.92, and 5.60 bits/min average ITRs for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively. In terms of accuracy, as shown in Table 5, the analysis we performed in the previous study yielded 89.11%, 80.88%, and 92.38% average accuracy for MR versus baseline, WG versus baseline, and MR versus WG respectively while in this work, ITRs of 8.95, 8.34, and 21.29 bits/min were obtained for the same binary problems respectively.

5. Conclusion

In this paper, to improve the performance measures of the hybrid EEG-fTCD BCI we designed before, we employed template matching for EEG analysis and Wavelet decomposition for fTCD analysis. In this hybrid BCI, EEG and fTCD data are recorded simultaneously while a visual presentation showing flickering MR and WG tasks is presented to the BCI user. To assess the hybrid system performance, 3 classification problems were solved including MR versus baseline, WG versus baseline, and MR versus WG. Average accuracies of 86.27%, 85.29%, and 98.11% were obtained for MR versus baseline, WG versus baseline, and MR versus WG respectively while same problems achieved average ITRs of 8.95, 8.34, and 21.29 bits/min respectively. These performance measures outperform the preliminary results we obtained before using flickering MR/WG visual presentation. Moreover, the system with the current analysis outperforms the
hybrid EEG-fNIRS BCIs in literature in terms of accuracy and trial length. Such results show that
the proposed hybrid BCI with the current analysis techniques is a promising step towards making
such hybrid systems efficient to be used in real-life BCI applications.

<table>
<thead>
<tr>
<th>Method</th>
<th>Activity</th>
<th>Modalities</th>
<th>Accuracy</th>
<th>Trial length (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18] Fazli et al., 2012</td>
<td>Motor Imagery</td>
<td>EEG+fNIRS</td>
<td>83.20%</td>
<td>15/60</td>
</tr>
<tr>
<td>[18] Fazli et al., 2012</td>
<td>Motor Execution</td>
<td>EEG+fNIRS</td>
<td>93.20%</td>
<td>15/60</td>
</tr>
<tr>
<td>[19] Blokland et al., 2014</td>
<td>Motor Imagery</td>
<td>EEG+fNIRS</td>
<td>79.00%</td>
<td>0/30/3</td>
</tr>
<tr>
<td>[19] Blokland et al., 2014</td>
<td>Motor Execution</td>
<td>EEG+fNIRS</td>
<td>87.00%</td>
<td>15/0/3</td>
</tr>
<tr>
<td>[20] Khan et al., 2014</td>
<td>Mental Arithmetic</td>
<td>EEG+fNIRS</td>
<td>83.60%</td>
<td>10/0/5</td>
</tr>
<tr>
<td>[20] Khan et al., 2014</td>
<td>Motor Execution</td>
<td>EEG+fNIRS</td>
<td>94.70%</td>
<td>10/0/5</td>
</tr>
<tr>
<td>[35] Putze et al., 2014</td>
<td>Visual/auditory stimuli</td>
<td>EEG+fNIRS</td>
<td>94.70%</td>
<td>12.5±2.5/0/20±5</td>
</tr>
<tr>
<td>[36] Yin et al., 2015</td>
<td>Motor Imagery</td>
<td>EEG+fNIRS</td>
<td>89.00%</td>
<td>10/0/21±1</td>
</tr>
<tr>
<td>[17] Koo et al. 2015</td>
<td>Motor Imagery</td>
<td>fTCD+fNIRS</td>
<td>88.00%</td>
<td>15/0/60</td>
</tr>
<tr>
<td>[16] Buccino et al., 2016</td>
<td>Motor Execution</td>
<td>EEG+fNIRS</td>
<td>72.20%</td>
<td>6/60</td>
</tr>
<tr>
<td>[16] Buccino et al., 2016</td>
<td>Motor Execution</td>
<td>EEG+fNIRS</td>
<td>94.20%</td>
<td>6/60</td>
</tr>
<tr>
<td>[37] Shin et al., 2017</td>
<td>Mental Arithmetic</td>
<td>EEG+fNIRS</td>
<td>88.20%</td>
<td>10/0/16±1</td>
</tr>
<tr>
<td>[22] Khalaf et al., 2017(right/baseline)</td>
<td>Motor Imagery</td>
<td>EEG+fTCD</td>
<td>88.53%</td>
<td>10/NA</td>
</tr>
<tr>
<td>[22] Khalaf et al., 2017(left/baseline)</td>
<td>Motor Imagery</td>
<td>EEG+fTCD</td>
<td>89.48%</td>
<td>10/NA</td>
</tr>
<tr>
<td>[25] Khalaf et al., 2017(right/left)</td>
<td>Motor Imagery</td>
<td>EEG+fTCD</td>
<td>82.38%</td>
<td>10/NA</td>
</tr>
<tr>
<td>[23] Khalaf et al., 2018 (MR/baseline)</td>
<td>SSVEP+ MR/WG</td>
<td>EEG+fTCD</td>
<td>89.11%</td>
<td>10/NA</td>
</tr>
<tr>
<td>[23] Khalaf et al., 2018 (WG/baseline)</td>
<td>SSVEP+ MR/WG</td>
<td>EEG+fTCD</td>
<td>80.88%</td>
<td>10/NA</td>
</tr>
<tr>
<td>[23] Khalaf et al., 2018 (MR/WG)</td>
<td>SSVEP+ MR/WG</td>
<td>EEG+fTCD</td>
<td>92.38%</td>
<td>10/NA</td>
</tr>
<tr>
<td>Proposed method (MR/baseline)</td>
<td>SSVEP+ MR/WG</td>
<td>EEG+fTCD</td>
<td>86.27%</td>
<td>10/NA</td>
</tr>
<tr>
<td>Proposed method (WG/baseline)</td>
<td>SSVEP+ MR/WG</td>
<td>EEG+fTCD</td>
<td>85.29%</td>
<td>10/NA</td>
</tr>
<tr>
<td>Proposed method (MR/WG)</td>
<td>SSVEP+ MR/WG</td>
<td>EEG+fTCD</td>
<td>98.11%</td>
<td>10/NA</td>
</tr>
</tbody>
</table>

*NA: Not applicable
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